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Abstract: Spam emails, also referred to as non-self, are commercial or harmful unsolicited emails, sent to 

attack either a particular entity or an organization or a community of individuals. In addition to marketing, 

these It which contain ties to websites hosting phishing or malware set up to steal sensitive details. In this 

post, a review on the feasibility of using an anomaly anomaly negative selection algorithm (NSA) It 

introduces the detector applied to spam filtering. The high efficiency and low false detection of the NSA 

is Pace. Via three detection stages, the built system intelligently works to eventually decide Legitimacy of 

an email depending on the information collected in the training process. The unit works by Elimination is 

analogous to the functionality of T-cells in biological processes by negative selection. It It has been found 

that efficiency tends to increase with the addition of more datasets, this culminated in a 6% improvement 

in the identification rate of True Positive and True Negative thus maintaining an actual detection rate. 

98.5% spam and ham identification score. The model has been correlated further with related models 

Studies and the outcome suggest that the proposed method results in an improvement of 2% to 15% in the 

right system. Spam and ham identification score. 
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1. Introduction 
For quite some time now, email has become an increasingly valuable contact tool, allowing virtually immediate 

exposure to every part of the globe through internet connections. Nearly 5 billion email accounts were actively in 

use in 2017, as reported by Tschabitscher [1], and this is projected to rise to over 5.5 billion by the end of 2019. The 

possibility that more than 270 billion emails are exchanged every day is also illustrated by Tschabitscher [1], but 

roughly 57% of these are only spam emails [1]. There are a range of current methods of machine learning and 

strategies that strongly mimic the filtering of spam or phishing emails by biological immune systems, but their 

efficiency has become a major concern. Most of the methods manage to efficiently prevent spam, but trade 

They often restrict some of the emails that are not spam, classified as ham. This is a concern, since it may result in 

the consumer missing valuable details. 

1.1. Common Threats 

Various forms of email threats, such as email spoofing, phishing, and phishing variations, such as spear phishing, 

duplicate phishing, whaling, hidden redirect, etc., are routinely bombarded by users worldwide. Email spoofing also 

includes forging the email header (The From section) such that a real person appears to have received the post. 

Email spoofing is a ploy used in spam campaigns and when they feel it is sent from someone they know; people 

prefer to open an email [2]. Email phishing is a type of spoofing that deceives the recipient with genuine messages 

[3]. 

To bypass anti-spam systems, malicious attackers have even tried to conceal the text behind images. It is a form of 

obfuscation whereby the message text is processed as a JPEG or GIF image and presented in the email. Which 

avoids the identification and blocking of spam messages by text-based spam filters? 

1.2. An Email Architecture 

The headers and the body of the email are made of emails. Next, the TCP/IP Header includes the IP address of the 

source and destination, then the SMTP envelope, containing the email transaction areas, and the email addresses of 
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the source and destination (but this section is not accessible to the email clients); and then the SMTP headers, where 

the email addresses are stored. 

Erent identifiable email sections such as 'topic',' from' and 'to' fields exist (accessed by the email clients to connect 

the details to the user). This is the part where the fraudsters tinker with, since the real source and destination emails 

are stored in the SMTP envelope, which is not directly accessible to the recipient, as described above. Finally, the 

body of the document is the email message, which optionally includes connections and attachments that may be 

harmful in nature. Not only is bulk email annoying for regular email consumers, it often generates a big computer 

protection challenge that causes efficiency losses of billions of dollars [4]. Moreover, it is still the main platform for 

phishing [5, 6] and distributing harmful malware, such as viruses and worms [4]. 

1.3. Complexities resulting from Junk Emails 

Spam emails may have several problematic effects on people, organizations, and the community in general, as 

mentioned above. Leung and Liang [7] found that phishing warnings sometimes result in a significant negative stock 

return. The negative effects on companies whose legal email communications are deemed spam by anti-spam 

systems [8] have been identified by other researchers. Through downloading malicious attachments, spam emails 

may inflict serious reputational harm, as well as identity theft of an individual; stolen information may later be used 

to blackmail the victims [9]. Botnets [10] can also be circulated via spam emails. High profile incidents of abused 

firms have been daily occurrences. Due to a phishing email scheme, confidential financial details of workers of a 

United States Bus Corporation dropped into the possession of scammers in 2018[11]. Then, a recent whaling attack 

cost over USD 21 million [12] to the French cinema chain 'Path', also in 2018. These are only a few instances of 

spam emails becoming a common concern. 

1.4. Shortcomings of Non-Automated Spam Filtration Methods 

There are a range of non-automated spam recognition mechanisms available that do not focus on concepts of 

machine learning, however in combating contemporary spam assault dynamics and dynamism, these mechanisms 

face major bottlenecks. We may quickly illustrate some of the flaws in these schemes in this portion. Over the years, 

the blacklisting of sender addresses has become a common alternative. But this system alone (primary lone 

protection against spam emails) has proved ineffective; as the spammers are able to modify the sending address and 

the process of upgrading the database is always slow [13]. 

Another common method is the heuristic strategy, where a series of rules is added to incoming emails to label them 

as spam or ham. To build the rule collection, regular expressions are also used. However, if the scammers are able to 

access the rule set, they will plan their communications quite effectively beforehand to bypass the filtering 

mechanism. Keyword matching, country-based filtering, and relisting are other established mechanisms, to name a 

couple, but these are all sure from restrictions that modern spam gangs can easily manipulate. Another main problem 

common to virtually all of these architectures is that the False Positive rate (FP) often rises significantly with the 

growth in SPAM detection for these schemes, resulting in low overall results. 

 

2. Related Work 
Considerable work has already been done in this area, and new detection methods are constantly suggested due to 

the significance of the subject. Nosier et al. [17] suggested a strategy focused on characters. This technique uses a 

classifier for a multi-neural network. On the basis of a normalized weight obtained from the ASCII meaning of the 

word characters, each neural network is trained. An intruder may, however, camouflage the phrases, e.g., to avoid 

identification by writing the words with a slightly different spelling or by using graphics. This results in 

comparatively low detection rates that are right. A rule-based system was developed by Ask et al. [18], where 23 

carefully chosen characteristics were defined from a privately accumulated spam dataset. One ranking was then 

allocated to each of the parameters. The cumulative score was compared to a threshold value in order to tag the 

email as spam or ham. Multilayer Perceptron (MLP), Naïve Bayesian Classifier, and C4.5 Decision Tree Classifier 

were three machine learning concepts; however, the analysis was performed on a small sample with only 750 spam 

and ham communications. An e for an e 

In terms of time and memory footprint, an efficient performance metric has not been identified yet. Another research 

indicates that at the term level [19], text mining of emails can be performed. The mining method begins by pre-

processing the collection of documents and extracting from the documents the related words. Each paper is then 

described as a series of words characterizing the document and annotations. The number of occurrences of the words 

is provided by this procedure. One of the disadvantages, though, is that huge messages will not be treated. Work to 

detect spamming accounts has already been undertaken. 
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The Eros method (Early Identification of Spamming) utilizes an algorithm specially developed to identify spamming 

accounts early on. The identification strategy introduced by Eros amalgamates content-related detection with inter-

account contact trend-based features [20]. In the future, this study could be generalized so that it can help the real-

time signaling of the account of a spammer. A modern hybrid model, incorporating traditional Negative Selection 

Algorithms, and a new study [21] 

Deferential Evolution was proposed. In the random generation process of the NSA, the proposed model has the 

unusual feature of applying Details 2019, 10, 209 4 of 17Di Eventual Evolution. The model also maximizes the 

distance of the detector produced while minimizing detector overlap [21]. However, the problems of picture 

spamming and click jacking are not discussed by this work. "Through using character variations to disguise the 

word, attackers often try to avoid word-based filtering systems, such as spelling "mortgage" as "M*o*r*t*g*a*g*e. 

Another common instance is the term ('Viagra', 'Viagra', 'V I am g r a' or 'VI<bra/>agar') 'Viagra'. This procedure 

restricts the e 

The performance in most content-based approaches. However, manually generated regular expressions (regex) may 

be of great benefit in the detection of messages obfuscated by spammers by different patterns. A standard expression 

in this sense is a compact way of representing collections of terms or phrases that fulfill a certain pattern [22]. This 

can then be combined locally with a filtering scheme centered on content. To filter spam texts, Rexnord’s et al. [22] 

used such a technique. To automatically produce regular expressions for a specified dataset, they created a novel 

genetic programming algorithm, called Discoveries. One theoretical expansion to this scheme will be to extract 

regular expressions from the full text of the messages instead of only the 'topic header information' currently 

implemented. Click jacking, also known as I Frame Overlay or UI redressing, is a form of attack in which malicious 

scripts or connections that are not ordinarily accessible overlay a field or toggle. Among the hacker group, the 

methodology has become very popular. This allows people to click on links or buttons that they are unable to see, 

typically because the color of the icon is the same as the background color of the website. 

3. Proposed Methodology 
By building a memory of the past actions of spam emails, the model suggested in this study is educated. In 

subsequent incoming communications, this would not encourage the same form of behavior, since the model has 

been inoculated against a new behavior by the recipient. Negative Selection is called this method. The architecture 

of the Negative Selection algorithm was based on the mammalian learned immune system's self-oneself 

discrimination behavior [33], as seen in Figure 1. Data 2019, 10, x FOR PEER REVIEW 5 of 17 uses word-based 

similarity for matching through Euclidian distance. Taking into account header details, such as the source IP, may 

further boost its efficiency. 

 

 
Figure 1. Self and non-self-agents [34], Reproduced with permission from Heba Elshandidy, Geniuses ONLY! Artificial Immune Systems – 

PART II, published byword press, 2011. 

 

The idea behind the Negative Selection method is that unfamiliarity is expected or that it varies from what is 

common. In anomaly and alteration detection algorithms, this is also a crucial step. The aim is accomplished by 

creating a model of deviations, alterations, or unknown (non-normal or non-self) data by producing patterns that do 

not conform to or complement current (self or normal) patterns accessible to an existing entity. By checking for 

matches to the non-normal trends, the prepared non-normal model is then used to track current natural data or new 

data sources. By providing awareness of self and non-self-behavior, Detrimental Selection or Artificial Selection 

differentiates between normality and exception. In a sequence of learning processes known as teaching, this 

information may be programmed into a method or created. The teaching phase can be carried out by 'learning' from 

the contents of die rent databases of self and non-self. 
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4. Algorithm of Negative Sorting (NSA) Demonstrated 
Highly distributed, computationally intelligent approaches or structures focused on evaluation of the actions and 

association of antigens and antibodies in a biological environment are Artificial Immune Systems (AIS). Negative 

Selection Algorithms (NSA), a sub-area of AIS, emulates the way dangerous antigens are identified and disposed of 

by the human body. An antigen may be identified as a material that induces antibodies to be generated against it by 

the immune system. An antigen may be an environmental material such as pesticides, microbes, viruses (non-self-

antigen) or may be created in the body (self-antigen). The immune system does not accept the substance and instead 

fails to remove the substance [35]. 

The NSA is produced on the basis of a Thymus system that induces a group of mature T-cells capable of linking or 

matching to non-self-antigens only. These T-cells are 'trained' to take action if anything out of the ordinary 

approaches the system or if it senses a change in the anticipated sequence. Antibodies are produced in biological 

processes to cope with undesirable antigens. The 'binding' results in the non-self-antigen being killed. 

The NSA begins by producing a collection of self-strings, S, that describe the system's normal state. The next move 

is to create a series of detectors, D, which can only recognize or connect with the S complement, that is, S' (non-

self). These detectors function in a similar way to mature T-cells that, as soon as a match is detected, are capable of 

inducing antibodies. Binding happens with the antigen or with spam keywords or blacklisted IPs in this scenario. 

Inside the detectors, the central logic functions close to the mechanism of biological antibodies. In order to divide 

them into 'self' or 'non-self', the algorithm can then be extended to new results. 

For both spam and ham datasets, the model is trained to construct the knowledge base needed for intelligent activity. 

When confronted with spam keywords (non-self-antigen) the detectors inside respond di erectly rather than with 

ham keywords (self-antigen). The T-cells in the immune system often go through a maturing phase to learn how to 

react when presented with self-antigens and non-self-antigens, as described above. In order to overcome undesirable 

circumstances, the immune system needs more than one structure in operation (e.g., the release of an immature T-

Cell into the blood stream). Via the installation of several detectors that serve as a firewall against spam 

communications, the proposed device also follows such a trend. 

5. Design of the Framework 
To be trained with self (non-spam or ham) datasets as well as with spam datasets, a model is prepared. These 

datasets have been investigated historically and are either categorized as spam or non-spam. The well-known Enron 

email datasets was used for training and constructing spam and non-spam databases. In the data archive of Carnegie 

Mellon University, USA, you will find the complete raw collection. The six sets used for this analysis were 

downloaded from the Department of Informatics, University of Economics and Industry of Athens, Greece. 

In the following framework, the six datasets downloaded are arranged: And email is transferred into the trainer 

model where it is analyzed to collect keywords and categorize its contents. As well as the originating IP addresses of 

these emails, the email addresses are also retrieved. Statistics are provided with a list of terms and their occurrence 

in the latest collection of emails at the end of each process. This is recorded in different libraries that, as further 

datasets become accessible in the future, may be modified. It has been reported that more recently revised databases 

have resulted in better spam identification rates and less false positives. Flagging a real spam message as spam is 

considered True Positive, whereas False Positive is defined as labeling a valid message as a spam message. The lack 

of genuine addresses, which is a big problem, results in false positives. The model requires to be trained with 

modified datasets wherever possible to boost the efficiency of the algorithm and reduce the false positive and false 

negative levels, so that it is conscious of the behavior of newly arriving risks. In total, 50,409 emails were used for 

training and research purposes, a sub-set of Enron email corpus. As illustrated in Table 1, 33,792 emails were used 

for training purposes, or just under 66 percent. The remaining 17,157 emails were used as the test dataset, or slightly 

over 34 percent. 

 
Table 1. Enron email dataset. 



ISSN NO: 9726-001X  

Volume 11 Issue 02  June 2023 

 

 

 
Figure 2. A flowchart of the overall design. 

6. Results and Discussion 
As can be shown from Figures 3 and 4 as well as Table 3, by minimizing False Positives, FP and False Negatives, 

FN, training the algorithm with more datasets enhances the efficiency. As seen in Table 3, a total of 17,157 emails 

were screened from the Enron datasets. With only Enron1, 15,981 emails (True Positive, TP combined with True 

Negative, TN) were correctly found, whereas 1176 emails were wrongly defined. As can be shown from the same 

graph, moreover, the resulting inclusion of further datasets raised the proportion of correctly classified emails. After 

the final dataset was added, Enron6, 16,912 emails were correctly found. True Positive (TP) is the real spam emails 

in the sense of this report, whereas True Negative (TN) is the actual ham emails. 

 
Figure 3. Progressive increase in the correct detection rate. 
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Figure 4. Comparison between (False Positive, FP + False Negative, FN) and (True Positive, TP + True 

Negative, TN) percentages. 

 

Table 3. Progressing enhancement with the introduction of additional datasets 

 

 
 

Both real and false percentages are presented in figure 3. This arrangement results in a slightly lower cumulative 

incidence of False Positive (FP) and False Negative (FN) than many other proposed structures. The mechanism is 

often able to capture double or triple word spam sentences, as well as word obfuscation, in addition to being able to 

identify typical spam terms. It can also be found from Figure 4 that although the percentages of True Positive (TP) 

and True Negative (TN) combined steadily rose, the percentages of False Negative and False Positive combined 

decreased. Figure 5 shows graphically the relative contribution of each detector to the accurate classification of an 

email from Enron1 to Enron6 as spam or ham. The first detector tested the IP address of the source and its existence 

in the body or header of the email. The second compared the terms of the email body to those of a predefined spam 

token dataset, while the final detector determined if there were some spam words in at least 30% of the email body's 

row. As can be shown, the relative contribution of detectors 1 and 2 improved with the inclusion of more datasets, 

while the reverse was true for detector 3. This means that several of the spam emails were caught during the first 

two stages of identification with the improved testing of the algorithm. 

 
Figure 5. The relative contribution of each of the detectors in identifying spam or ham (True Positive and Negative) upon addition of more 

datasets. 
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Figure 6. A benchmark comparison with similar studies. 

7. Conclusions 
Spam is a major concern that is not only irritating to end-users, but also financially detrimental and a danger to 

protection. Algorithms and processes for machine learning have been shown to be very effective. Based on anomaly 

detection systems and machine learning concepts, the work described in this paper indicates that the addition of 

further datasets substantially raises the right detection rate, from 93.14 percent based on one dataset to nearly 98.57 

percent after adding the last dataset (Enron6). A new method is the amalgamation of IP-based filtering with a 

Negative Sorting Algorithm in a controlled approach. We have contrasted our proposed system to other NSA 

implementations and noticed that in terms of real spam and ham identification, our proposed system outperforms 

other NSA implementations. 
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